When ignorance is no excuse: Different roles for intent across moral domains
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A key factor in legal and moral judgments is intent. Intent differentiates, for instance, murder from manslaughter. Is this true for all moral judgments? People deliver moral judgments of many kinds of actions, including harmful actions (e.g., assault) and purity violations (e.g., incest, consuming taboo substances). We show that intent is a key factor for moral judgments of harm, but less of a factor for purity violations. Based on the agent’s innocent intent, participants judged accidental harms less morally wrong than accidental incest; based on the agent’s guilty intent, participants judged failed attempts to harm more morally wrong than failed attempts to commit incest. These patterns were specific to moral judgments versus judgments of the agent’s control, knowledge, or intent, the action’s overall emotional salience, or participants’ ratings of disgust. The current results therefore reveal distinct cognitive signatures of distinct moral domains, and may inform the distinct functional roles of moral norms.

1. Introduction

If a hunter sees a bird, aims and fires, but hits his hunting partner, he is generally forgiven for the accident, and legal penalties are minimal. By contrast, if the hunter aims and fires at his hunting partner, ordinary people and legal practice agree that the act was wrong and the actor deserves punishment. Thus, a key factor in legal and moral judgments – and the difference between murder and manslaughter – is the agent’s intent (Mikhail, 2007). Indeed, among actions that cause harm, intentional actions are judged worse than accidents, even accidents with serious negative consequences (Cushman, 2008; Knobe, 2005; Malle & Knobe, 1997; Piaget, 1965/1932; Singer, Kiebel, Winston, Dolan, & Frith, 2004; Young, Cushman, Hauser, & Saxe, 2007). After young children develop the capacity to reason about the minds of others, they too start to differentiate between intentional harms and accidents (Baird & Astington, 2004; Killen, Lynn Mulvey, Richardson, Jampol, & Woodward, 2011). The law reflects this intuition as well: mens rea or “guilty mind” is often a key element of a crime (Hart, 1968). Yet, as we explore in the present paper, the simple rule that “intent matters” may not be true for all moral judgments.

People make moral judgments of many different kinds of actions, including harming or taking unfair advantage of others, sleeping with blood relatives, and ingesting taboo substances. One proposal is that judgments across distinct domains (e.g., Harm, Purity) are associated with different patterns of emotional responding (Monin, Pizarro, & Beer, 2007; Rozin et al., 1999), neural activity (Borg, Hynes, ...
Van Horn, Grafton, & Sinnott-Armstrong, 2006; Moll et al., 2005), and behavioral judgment (Haidt, 2007; Haidt, Keller, & Dias, 1993; Wright & Baril, 2011). For example, witnessing one person harming another tends to elicit anger (Blair et al., 2006; Kedia, Berthoz, Wessa, Hilton, & Martino, 2008), whereas purity violations tend to elicit disgust (Moll et al., 2005; Rozin et al., 1999; Schaub Borg, Lieberman, & Kiehl, 2008). Different moral domains are emphasized to different degrees across communities; in general, political liberals assign greater moral weight to harm than to purity, while political conservatives assign similar moral weight to both domains (Graham & Haidt, 2010; Graham, Haidt, & Nosek, 2009; Haidt, 2007).

An interesting behavioral difference is that whereas people find it easy to defend their moral judgments of harmful actions, by appealing to the experience of the victim, people find it harder to justify their condemnation of victimless purity violations like consensual incest (Haidt, 2001; Haidt et al., 1993). People often initially claim that purity violations involve harm to a victim (Rozin, Lee, & Baron, 2009), but even when assured that no harm occurred many still insist that purity violations are ‘simply wrong’ even though they cannot explain why – “moral dumbfounding” (Haidt, 2001). As a result, justifying judgments of purity violations appears to be more effortful that justifying judgments of harms (Wright & Baril, 2011).

A further prediction of the proposal that harm and purity reflect distinct moral domains is that moral judgments of these two kinds of violations rely on distinct cognitive computations, or at least differently weighted cognitive processes (Monin et al., 2007). The current study focuses on one possible difference between moral domains: the moral weight assigned to the agent’s intent. We hypothesize that the role of intent in moral judgment depends on the kind of moral violation under evaluation. While the key role of intent has been established in moral judgments of harm, intent may play a significantly smaller role in moral judgments of purity violations, including incest and ingesting taboo substances.

Our hypothesis was initially motivated by an observation: in at least some cultures, people who commit purity violations accidentally and unknowingly are nevertheless considered impure and immoral (J. Henrich, personal communication). We asked whether a similar pattern of moral judgments would be observed among Western adults, who typically treat intent as the primary factor in moral judgments of harm violations (Cushman, 2008; Mikhail, 2007; Young et al., 2007). If so, the difference may lie in the fact that purity violations are often “victimless” transgressions: aside from the agents themselves, no one else is directly affected by the consumption of taboo substances or consensual incest (Rozin et al., 1999). Considering someone’s intent may be more important for regulating behavior that directly affects other people (Baumeister, Stillwell, & Heatherton, 1994; Kedia et al., 2008). Indeed, in paradigmatic cases of harm, at least one person harms at least one other person (Gray & Wegner, 2009; Royzman et al., 2009; Turiel, 1983; Waytz, Gray, Epley, & Wegner, 2010).

The victim, or the judge, in a court of law, may then demand an explanation from the perpetrator, and the perpetrator might appeal to his or her innocent intentions (e.g., it was an accident).

In the current study, we investigate whether (both innocent and guilty) intentions would matter more for moral judgments of harm and less for moral judgments of purity violations. Experiment 1 tests the hypothesis that accidental harm would be judged less morally wrong than accidental incest or accidental pathogen ingestion, based on false beliefs and innocent intentions. Experiment 2 determines that differences in participants’ moral judgments of harm versus purity violations cannot be attributed to differences in their ratings of overall emotional salience, control, knowledge, or intent. Experiment 3 determines that participants’ moral judgments do not simply reflect participants’ expressions of disgust in response to the stimuli. Experiment 4 tests the hypothesis that failed attempts to harm are judged more morally wrong than failed attempts to commit incest, based on false beliefs and guilty intentions. Experiment 5 investigates two distinct kinds of failed attempts to further explore potential differences in the cognitive processes for moral judgments of harm versus incest.

These experiments aim to show that moral judgments of harm violations depend more on intent, and moral judgments of purity violations depend more on the outcome, actual or anticipated. The current study thus characterizes the differences in the cognitive processes for moral judgments across two moral domains: harm versus purity.

2. Experiment 1: intentional versus accidental violations

We hypothesized that participants would assign more moral weight to the agent’s innocent intention when judging accidental harms, compared to accidental purity violations. Specifically, we hypothesized that, for violations that are judged equally morally wrong when committed intentionally (i.e., harm, incest, ingesting taboo substances), when those same actions occur by accident, accidental harms would be judged more leniently than accidental purity violations. For example, intentional poisoning and intentional incest might be judged equally morally wrong, but accidental poisoning would be judged less morally wrong than accidental incest.

We tested this hypothesis in two experiments, using moral scenarios described in the second person (“You meet someone at a party...”, Experiment 1A), or in the third person (“Sam meets someone at a party...”, Experiment 1B). We reasoned that if moral judgments pertaining to purity norms might be more strongly invoked by stimuli in the second person, which highlights the self-relevance of the action. It is possible that purity norms apply more often to one’s own actions (e.g., we care about not eating taboo foods ourselves, and we care about avoiding our own siblings as sexual partners), while harm norms are commonly applied in third person contexts as well (e.g., we evaluate both our own and others’ actions on the basis of whether anyone is hurt). Nevertheless, general structural features of moral judgments in specific domains should apply to both second and third person contexts and so should be observable for both kinds of stimuli. Therefore for both
second and third person stimuli, we hypothesized a reduced role for intent in moral judgments of purity versus harm violations.

2.1. Method

2.1.1. Experiment 1A

We collected data from 262 participants (134 female, aged 18–68 yrs, mean = 37 yrs, standard deviation = 12 yrs), using Amazon Mechanical Turk (http://www.mturk.com/). Participants were paid $0.10 for approximately one minute of time. Three measures were taken to screen out repeat participants: (1) we asked that people not participate if they had previously taken a similar survey, (2) participants answered a final question about whether they had completed a similar survey before and, if so, its topic, (3) we eliminated data from participants with identical worker IDs. We eliminated 21 participants, yielding a total of 241 participants and an approximately equal number of participants per condition.

Each participant made a moral judgment for a single scenario. Participants were assigned randomly to one of six conditions in a 2 (intentional versus accidental) \times 3 (harm versus incest versus ingestion) between-subjects experimental design (Fig. 1; for full text of all scenarios, see Supplementary Material). In Experiment 1A, moral scenarios were presented in the second person (e.g., “Your cousin comes over for dinner”, see Fig. 1). Participants judged the moral wrongness of the action, on a 7-point scale anchored at “not at all morally wrong” (1) to “very morally wrong” (7). Two scenarios represented each domain: harm (allergy, poison), incest (parent, sibling) or ingestion (dog meat, urine). There were two versions of each scenario (intentional, accidental); each participant saw only one version.

2.1.2. Experiment 1B

We collected data from 80 new participants, using Amazon Mechanical Turk, as in Experiment 1A, to investigate whether the key effects would replicate using third-person moral scenarios. Experiment 1B used a subset of the same moral scenarios (allergy, sibling incest) but presented them in the third person, replacing “you” with the name of a specific individual (e.g., “Sam”). As in Experiment 1A, each participant made a moral judgment for a single scenario, in a 2 (intentional versus accidental) \times 2 (harm versus incest) between-subjects experimental design. Participants judged the moral wrongness of the action, on a 7-point scale anchored at “not at all morally wrong” (1) to “very morally wrong” (7).

\footnote{We tested two different versions of the allergy scenario: (1) one version that explicitly stipulated the allergy as fatal and (2) one version that did not. We found no differences between versions in either the intentional condition ($t_{38} = 0.83$, $p = 0.4$) or accidental ($t_{38} = 0.71$, $p = 0.5$) condition. The analyses use version 2.}


2.2. Results and discussion

2.2.1. Experiment 1A

To verify that judgments of the two stories representing each violation type did not differ, we conducted three 2 (story) × 2 (intent) ANOVAs: for harm, incest, and ingestion. These analyses yielded the same pattern: a main effect of intent (i.e., intentional violations were judged morally worse than accidental violations) but not story (i.e., stories within a domain were not judged differently), and no story by intent interaction, indicating no differences in the role of intent between stories within a domain. Therefore, the analyses below collapse across stories.

We conducted three 2 (intent) × 2 (domain) ANOVAs, allowing us to compare the role of intent for (1) harm versus incest, (2) harm versus ingestion, and (3) incest versus ingestion. In all cases, intentional violations were judged morally worse than accidental violations, as indicated by a main effect of intent. (1) Comparing harm to incest, we observed main effects of intent ($F(1, 169) = 148.1, p < 0.001$, partial $\eta^2 = 0.47$), domain ($F(1, 169) = 8.5, p = 0.004$, partial $\eta^2 = 0.05$), and the critical intent by domain interaction ($F(1, 169) = 29.1, p < 0.001$, partial $\eta^2 = 0.15$), indicating a different role for intent for judgments of harm versus incest.

(2) Comparing harm to ingestion, we also observed main effects of intent ($F(1, 150) = 106.7, p < 0.001$, partial $\eta^2 = 0.42$), domain ($F(1, 150) = 27.1, p < 0.001$, partial $\eta^2 = 0.16$), and the same intent by domain interaction ($F(1, 150) = 44.0, p < 0.001$, partial $\eta^2 = 0.23$), indicating a different role for intent for judgments of harm versus ingestion. (3) However, comparing incest to ingestion, we observed main effects of intent ($F(1, 160) = 21.8, p < 0.001$, partial $\eta^2 = 0.12$), domain ($F(1, 160) = 4.7, p = 0.03$, partial $\eta^2 = 0.03$), but no intent by domain interaction ($F(1, 160) = 1.7, p = 0.20$, partial $\eta^2 = 0.01$). Together, these results suggest significant differences in the role of intent for harm violations, compared to both kinds of purity violations (i.e., incest, ingestion).

Critically, independent-samples t-tests revealed the key predicted differences in the case of accidents. Incest was judged morally worse than harm when both were committed accidentally (accidental incest: 4.24 out of 7; accidental harm: 2.05; t(88) = 5.0, $p < 0.001$), though harm was judged slightly worse than incest when both were committed intentionally (intentional incest: 6.03; intentional harm: 6.68; t(78) = 2.5, $p = 0.02$). Similarly, ingesting taboo substances was judged morally worse than harm when both were committed accidentally (accidental ingestion: 5.28; t(74) = 6.8, $p < 0.001$), but not significantly different when both were committed intentionally (intentional ingestion: 6.29; t(73) = 1.5, $p = 0.15$).

3. Experiment 1B

Replicating the results of Experiment 1A, a 2 (domain: harm versus incest) × 2 (intent: bad versus neutral) between-subjects ANOVA revealed a main effect of intent (i.e., intentional violations were judged morally worse than accidental violations, $F(1, 76) = 40.8, p < 0.001$, partial $\eta^2 = 0.35$), no main effect of domain ($F(1, 76) = 2.8, p = 0.10$, partial $\eta^2 = 0.04$), and the key predicted interaction between domain and intent ($F(1, 76) = 5.6, p = 0.02$, partial $\eta^2 = 0.07$). As in Experiment 1A, incest was judged morally worse than harm when both were committed accidentally (accidental incest: 3.86; accidental harm: 2.09; t(49) = 3.2, $p = 0.002$), and there was no difference when both were committed intentionally (intentional incest: 5.64. intentional harm: 5.94; t(27) = 0.49, $p = 0.63$).

Combining the results of Experiments 1A and 1B, a 2 (perspective: second versus third person) × 2 (domain) × 2 (intent) between-subjects ANOVA revealed no effects or interactions involving perspective ($p's > 0.4$). As in the separate analyses of Experiments 1A and 1B, this combined analysis did reveal a main effect of intent ($F(1, 162) = 112.7, p < 0.001$, partial $\eta^2 = 0.41$) and the key interaction between domain and intent ($F(1, 162) = 17.7, p < 0.001$, partial $\eta^2 = 0.10$). Because there was no effect of
4. Experiment 2: emotion, control, knowledge, and intent

In Experiment 1, participants judged accidental purity violations more morally wrong than accidental harms. Could this pattern of moral judgments be accounted for by other perceived differences between accidental purity violations and accidental harms? Participants might judge accidental incest morally worse if they find accidental incest to be more emotionally upsetting overall compared to accidental harm. Alternatively, participants might judge accidental incest morally worse if they perceive accidental incest (compared to accidental harm) to be committed with greater control of the situation, greater knowledge, or greater intent (e.g., participants might not accept that they could commit incest without knowing it).

Experiment 2 therefore aimed to determine whether the difference in participants’ moral judgments of harm versus purity violations could be due to differences in participants’ ratings of the overall emotional salience of the harm versus incest scenarios, the agent’s control, the agent’s knowledge, or the agent’s intent. We hypothesized that participants would not perceive differences along any of these dimensions for harm versus incest scenarios.

Experiment 2 also provided a replication of the moral judgment pattern obtained in Experiment 1.

4.1. Method

We collected data from 320 new participants, using Amazon Mechanical Turk, as in Experiment 1. Separate groups of 80 participants made each of the following judgments for intentional and accidental incest (sibling) and harm (poison) scenarios: (1) How emotionally upsetting did you feel while reading this story? (1 = not at all, 7 = very much); (2) Did you have control over whether or not you [slept with your sibling/poisoned your co-worker]? (1 = definitely not, 7 = definitely); (3) Did you know you were [slept with your sibling/poisoning your co-worker]? (1 = definitely not, 7 = definitely); (4) Did you [sleep with your sibling/poison your co-worker] intentionally? (1 = definitely not, 7 = definitely); (5) How morally wrong was the action? (1 = not at all, 7 = very much).

4.2. Results and discussion

We conducted separate 2 (domain: harm versus incest) × 2 (intent: bad versus neutral) between-subjects ANOVAs and independent-samples t-tests for each kind of non-moral judgment: emotion, control, knowledge, and intent (Table 1). As predicted, we found no difference between harm and incest along any of these non-moral dimensions, for either accidental or intentional violations.

First, accidental incest and accidental harm were judged equally emotionally upsetting. For emotion judgments, we found no main effect of intent (F(1, 76) = 1.2, p = 0.275, partial $\eta^2 = 0.02$), no main effect of domain (F(1, 76) = 2.99, p = 0.09, partial $\eta^2 = 0.038$), and no interaction between domain and intent (F(1, 76) = 0.62, p = 0.43, partial $\eta^2 = 0.008$). There was no difference in the emotional salience of harm versus incest for accidental (harm: 4.50 out of 7, incest: 4.05; t(38) = 0.66, p = 0.55) or intentional actions (harm: 5.40; incest: 4.20; t(38) = 1.81, p = 0.08).

Second, accidental incest and accidental harm were perceived as equivalent in terms of the agent’s control over the outcome, knowledge of the situation, and intention to commit a violation. As a manipulation check, for both harm and incest, we also determined that intentional actions were judged as having been performed with more control, knowledge, and intent, compared to accidental actions. Therefore, for all three judgments (control, knowledge, intent), we found a main effect of intent (intentional > accidental, all $p’s < 0.001$), no main effect of domain (harm = incest, all $p’s > 0.49$), and no domain by intent interaction (all $p’s > 0.37$).

Finally, we replicated the results of Experiments 1A and 1B for moral judgment: the same domain by intent interaction pattern. We found the same main effect of intent (i.e., intentional violations were judged morally wrong than accidental violations, F(1, 76) = 46.9, p < 0.001, partial $\eta^2 = 0.381$), no main effect of domain (i.e., overall, incest was not judged morally worse than harm, F(1, 76) = 0.60, p = 0.44, partial $\eta^2 = 0.008$), and the key predicted interaction between domain and intent (F(1, 76) = 15.0, p < 0.001, partial $\eta^2 = 0.17$): as in the prior experiments, incest was judged morally worse than harm when both were committed accidentally (harm: 2.50; incest: 4.45; t(38) = 2.73, p = 0.01), and harm was judged slightly morally worse than incest when both were committed intentionally (harm: 7.00; incest: 5.70; t(38) = 2.94, p = 0.01).

In sum, participants did not judge incestuous acts to be more emotionally upsetting overall; in fact, intentional

<table>
<thead>
<tr>
<th></th>
<th>Accidental Harm</th>
<th>Intentional Harm</th>
<th>Accidental Incest</th>
<th>Intentional Incest</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disgust</td>
<td>1.34 (0.44)</td>
<td>3.25 (0.44)</td>
<td>2.19 (1.03)</td>
<td>3.54 (0.36)</td>
</tr>
<tr>
<td>Emotion</td>
<td>4.50 (2.19)</td>
<td>4.05 (2.14)</td>
<td>5.40 (2.14)</td>
<td>4.20 (2.07)</td>
</tr>
<tr>
<td>Control</td>
<td>3.15 (2.41)</td>
<td>3.55 (2.50)</td>
<td>5.85 (1.66)</td>
<td>5.35 (2.21)</td>
</tr>
<tr>
<td>Knowledge</td>
<td>1.00 (0.00)</td>
<td>1.35 (1.10)</td>
<td>5.60 (2.46)</td>
<td>5.90 (2.78)</td>
</tr>
<tr>
<td>Intent</td>
<td>2.20 (2.07)</td>
<td>2.75 (2.20)</td>
<td>5.15 (2.54)</td>
<td>5.30 (2.16)</td>
</tr>
<tr>
<td>Morally wrong</td>
<td>2.50 (2.28)</td>
<td>4.45 (2.24)</td>
<td>7.00 (0.00)</td>
<td>5.70 (1.98)</td>
</tr>
</tbody>
</table>
harms trended towards being judged as slightly more emotionally upsetting than intentional incest. Participants also judged incestuous and harmful acts, whether intentional or accidental, to be equally controllable, intentional, and the agents to possess equal knowledge of the situation.\footnote{We note that in other experiments, these same factors – emotional salience, control, knowledge, and intent – both influence and may be influenced by moral judgments (Knobe, 2005, 2010). Experiment 2 does not conflict with prior evidence of this bi-directional influence. These results serve to show only that our scenarios describing accidental incest and accidental harm did not differ along these other dimensions.} Only moral judgments showed the key interaction pattern: incest was judged morally worse than harm, for accidents only.

5. Experiment 3: morality versus disgust

In Experiments 1 and 2, accidental incest was judged morally worse than accidental harm. However, in Experiment 2, accidental incest was judged no more emotionally upsetting, controllable, or intentional than accidental harm. Nevertheless, there remains another alternative hypothesis for why accidental incest is judged morally worse than accidental harm: perhaps participants are not making moral judgments of incestuous acts but instead using the moral judgment question as an opportunity to express their feelings of disgust at the scenarios. Moral violations frequently lead to feelings of disgust, and feelings of disgust can influence moral judgments. For example, after committing a moral violation, like cheating, people feel literally dirty – and choose a cleaning product as an experimental reward (Danovitch & Bloom, 2009). Priming studies show that people who are feeling disgusted, because of a dirty environment (Schnall, Benton, & Harvey, 2008; Schnall, Haidt, Clore, & Jordan, 2008), a hypnotic suggestion (Wheatley & Haidt, 2005), or a bad taste in their mouth (Eskine, Kacinik, & Prinz, 2011), make harsher moral judgments. Recent evidence also suggests that participants who are reminded of physical cleansing make harsher moral judgments of purity violations (and report being more politically conservative) (Helzer & Pizarro, 2011).

Since intentions might matter less for judging how disgusting versus how morally wrong an act is, we aimed to test whether our participants were actually expressing their feelings of disgust, rather than reporting their moral judgments. We therefore asked participants to provide both moral judgments and ‘disgust ratings’ of our stimuli. We reasoned that if the patterns of moral judgments differed from the patterns of disgust ratings across stimuli, this difference would provide evidence that participants (a) distinguish between questions about morality and questions about disgust, and (b) rely on different processes for establishing how disgusting an act is versus how morally wrong the same act is. Note, though, that these results would not contradict prior evidence that disgust plays a key role in moral judgments, and specifically in moral judgments about purity violations (Helzer & Pizarro, 2011; Inbar, Pizarro, & Bloom, 2009; Inbar, Pizarro, Knobe, & Bloom, 2009). These results would serve only to show that disgust ratings and moral judgments, even for purity violations, are not one and the same.

5.1. Method

We collected data from 160 new participants, using Amazon Mechanical Turk. Participants read a single moral scenario from one of four conditions (intentional harm, accidental harm, intentional incest, accidental incest). Afterwards participants made two judgments, using a 7-point scale: “how morally wrong” was the action, rated from “not at all morally wrong” (1) to “very morally wrong” (7), and “how disgusting” was the action, rated from “not at all disgusting” (1) to “very disgusting” (7). The order of the two judgments was counterbalanced across participants (moral judgment first versus disgust rating first).

5.2. Results and discussion

First, replicating the results of Experiments 1 and 2, a 2 (domain) \(\times\) 2 (intention) \(\times\) 2 (question order: moral judgment first versus disgust rating first) mixed-effects ANOVA of participants’ moral judgments yielded a main effect of intention (i.e., intentional violations were judged morally worse than accidental violations, \(F(1, 152) = 38.5, p < 0.001,\) partial \(\eta^2 = 0.20,\) and the predicted intent by domain interaction (i.e., intent matters more for harm than incest, \(F(1, 152) = 8.4, p = 0.004,\) partial \(\eta^2 = 0.05).\)\footnote{No other effects were significant, including all effects involving question order \((p's > 0.3).\)} Accidental harm (mean: 2.93 out of 7) was judged less morally wrong than accidental incest (mean: 4.5; \(t(82) = -3.3, p = 0.001,\) and there was no difference between harm and incest when both were intentional (harm: 5.92; incest: 5.49; \(t(74) = 1.0, p = 0.32).\)

Second, we conducted a 2 (judgment type: how morally wrong versus how disgusting) \(\times\) 2 (domain) \(\times\) 2 (intention) \(\times\) 2 (question order) mixed-effects ANOVA. This analysis revealed a main effect of judgment type \((F(1, 152) = 5.7, p = 0.02,\) partial \(\eta^2 = 0.04)\); on average, the scenarios were judged more disgusting (5.0) than morally wrong (4.7). Critically, we observed the key predicted interactions involving judgment type (how morally wrong versus how disgusting): we found significant interactions between judgment and domain \((F(1, 152) = 4.8, p = 0.03,\) partial \(\eta^2 = 0.03)\) and judgment and intent \((F(1, 152) = 8.0, p = 0.005,\) partial \(\eta^2 = 0.05).\)\footnote{As in our previous analysis and experiments, we also found main effects of domain \((F(1, 152) = 7.9, p = 0.006,\) partial \(\eta^2 = 0.05)\) and and and intent \((F(1, 152) = 33.3, p < 0.001,\) partial \(\eta^2 = 0.18), and the key interaction between domain and intent \((F(1, 152) = 8.1, p = 0.005,\) partial \(\eta^2 = 0.05).\) Again, no other effects were significant, including all effects involving question order \((p's > 0.13).\)} These key interactions indicate that participants’ answers to the questions “how morally wrong” versus “how disgusting” an act is are influenced differently by the factors of domain (i.e., harm versus incest) and intent (i.e., intentional versus accidental). To unpack these interactions, we conducted independent-samples \(t\)-tests. Participants judged intentional...
purity violations more morally wrong than accidental purity violations (intentional: 5.49; accidental: 4.50; \(t(81) = 2.4, p = 0.02\)) but not significantly more disgusting (intentional: 5.79; accidental: 5.27; \(t(81) = 1.5, p = 0.2\)). Participants also judged purity violations more disgusting than harm violations (purity: 5.52; harm: 4.40; \(t(158) = 3.5, p < 0.001\)) but not more morally wrong (purity: 4.96; harm: 4.36; \(t(158) = 1.6, p = 0.10\)).

The current participants judged purity violations significantly more disgusting than harm violations, consistent with evidence that feelings of disgust contribute to moral judgment especially in the domain of purity (Chapman et al., 2009; Eskine et al., 2011; Haidt et al., 1993; Helzer & Pizarro, 2011; Inbar, Pizarro, & Bloom, 2009; Inbar, Pizarro, Knobe et al., 2009; Schnall, Benton et al., 2008; Schnall, Haidt et al., 2008; Wheatley & Haidt, 2005; Zhong & Liljenquist, 2006). Importantly, though, the present results show that moral judgments and disgust ratings are not equivalent in the case of harm or purity violations. Participants did not simply interpret “how morally wrong” to mean “how disgusting” for our scenarios. Participants judged purity violations to be significantly more disgusting than harm violations, but they did not judge purity violations to be more morally wrong than harm violations. Also, the factor of intent influenced moral judgments and disgust ratings differently; participants perceived a significantly greater moral (versus disgust) difference between intentional and accidental purity violations.

6. Experiment 4: accidents and attempts

In Experiments 1–3, participants judged accidental harms to be less morally wrong, based on innocent intentions, than accidental purity violations. Is this effect specific to moral judgments of accidents, or does it reflect a general difference in the role of intent for moral judgments in these two domains? To address this question, Experiment 4 tested the complementary hypothesis that failed attempts to harm would be judged more morally wrong, based on guilty intentions, than failed attempts to violate purity norms (i.e., attempting but failing to commit incest).

In other words, Experiment 4 investigated whether moral judgments of harms would rely more on intent, and moral judgments of purity violations more on outcome, even for failed attempts.

6.1. Method

We collected data from 182 new participants (88 female, aged 19–70 yrs, mean = 35 yrs, standard deviation = 12 yrs), on Amazon Mechanical Turk. We eliminated 6 repeat participants, yielding a total of 177 participants. We presented four versions of the allergy (harm) and sibling incest (purity) scenarios (Fig. 1): (1) all-neutral (no violation), (2) accidental violation (neutral intent, bad outcome), (3) failed attempt (bad intent, neutral outcome), and (4) intentional violation (bad intent, bad outcome). Participants judged the moral wrongness of the decision to act in all conditions. Experiment 4 therefore used a 2 (domain: harm versus incest) × 2 (intent: neutral versus bad) × 2 (outcome: neutral versus bad) between-subjects design.

6.2. Results and discussion

Moral judgments were first analyzed in a 2 (domain: harm versus incest) × 2 (intent: neutral versus bad) × 2 (outcome: neutral versus bad) ANOVA (Fig. 3). We observed no main effect of domain (\(F(1,175) = 0.07, p = 0.80\)). However, we observed main effects of intent (i.e., bad intentions were judged morally worse than neutral intentions, \(F(1,175) = 78.7, p < 0.001\), partial \(\eta^2 = 0.32\)) and outcome (i.e., bad outcomes were judged morally worse than neutral outcomes, \(F(1,175) = 18.2, p < 0.001\), partial \(\eta^2 = 0.10\)), as well as the key interaction between domain and intent (\(F(1,175) = 9.34, p = 0.003\), partial \(\eta^2 = 0.05\)) and the interaction between domain and outcome (\(F(1,175) = 5.1, p = 0.03\), partial \(\eta^2 = 0.03\)).

As in Experiments 1–3, the critical domain by intent interaction shows that the factor of intent (neutral versus bad)
matters differently for different moral domains (harm versus incest) – intent matters more for harm than for incest. Related to this interaction is the domain by outcome interaction: if participants are not relying on intent information as much in their moral judgments of incest, then they are relying more on outcome information. In other words, when intent is held constant, participants see a greater moral difference between bad and neutral outcomes for incest (e.g., intentional versus attempted incest; accidental incest versus all-neutral acts), versus harm. To clarify these interaction effects, we present below the separate analyses for harm and incest.

In two 2 (intent: neutral versus bad) × 2 (outcome: neutral versus bad) ANOVAs, we found that moral judgments are sensitive to intent in both domains (i.e., main effect of intent for harm: F(1, 98) = 107.7, p < 0.001, partial η² = 0.53; main effect for incest: F(1, 76) = 11.4, p = 0.001, partial η² = 0.14), but only moral judgments of incest are sensitive to outcome (i.e., main effect of outcome for incest: F(1, 76) = 65.8, p < 0.001, partial η² = 0.16). The intent by outcome interaction was not significant for harm or incest (p’s > 0.5).

To further investigate the extent to which moral judgments of harm and incest are differentially sensitive to the factors of intent and outcome, we conducted a series of independent-samples t-tests, comparing all four conditions, for harm and incest separately. Harm judgments showed a difference between all conditions that differed in intent only, but not outcome: intentional versus accidental harm (intentional harm: 6.50; accidental harm: 3.16; t(30) = 6.9, p < 0.001), all-neutral versus failed attempts to harm (all-neutral: 2.50; attempted harm: 6.00; t(26) = 6.9, p < 0.001). Harm judgments showed no difference between conditions that differed in outcome only, but not intent: all-neutral versus accidental harm (t(37) = 1.1, p = 0.30), intentional harm versus failed attempt to harm (t(58) = 1.5, p = 0.15). By contrast, incest judgments showed a difference between all conditions that differed in outcome only, but not intent: all-neutral versus accidental incest (all-neutral: 2.1; all-neutral: 2.86; accidental incest: 4.40; t(40) = 2.1, p = 0.04), intentional versus failed attempt to commit incest (intentional incest: 6.40; attempted incest: 4.20; t(20) = 3.3, p = 0.004). Incest judgments showed no difference between two conditions that differed in intent only, but not outcome: all-neutral and failed attempt (t(35) = 1.7, p = 0.10).

Finally, we compared harm to incest for each of these four conditions: accidental, attempted, intentional, all-neutral. As in Experiments 1–3, accidental harms trended towards being judged less morally wrong than accidental incest (t(35) = 1.8, p = 0.07), based on innocent intentions. Also, as predicted, failed attempts to harm were judged morally worse than failed attempts to commit incest (t(17) = 3.6, p = 0.01), based on guilty intentions. There were no differences in judgments of harm and incest for the other conditions: intentional violations or all-neutral acts (p’s > 0.6).

In sum, as predicted, failed attempts to harm were judged morally worse, based on false beliefs and guilty intentions, than failed attempts to commit incest.

7. Experiment 5: two kinds of failed attempts

In Experiments 1, 2, and 3, participants judged accidental incest more morally wrong than accidental harms; in Experiment 4, participants judged attempted incest less morally wrong than attempted harms. If intention plays a smaller role in moral judgments of incest, what is the other factor playing a larger role? One plausible hypothesis is that moral judgments of incest depend only on what actually happened: did incest actually occur or not? If so, then all cases in which incest does not actually happen (e.g., all failed attempts) should be judged morally equivalent. By contrast, we hypothesized that moral judgments of incest rely not just on what actually happened but also on what might have happened or what almost happened.

To test these two alternatives, we presented participants with scenarios depicting two kinds of failed attempts. The agent intended to commit incest (or harm) but failed either (1) because the completed act was not a moral violation after all, i.e. sleeping with a person falsely believed to be a sibling but who turns out to be unrelated (“false belief/completed act”) or (2) because the act could not be completed, i.e. almost sleeping with a true sibling but failing to do so because of an interruption, like a fire alarm (“true belief/failed act”).

In both cases, the agent intends to commit a moral violation but fails. As a consequence, we predicted that moral judgments of harm, which depend primarily on intentions, would be equivalent for these two kinds of failed attempts, characterized by the same bad intent. These two kinds of scenarios are also matched in terms of whether a moral violation actually occurred (e.g., neither case involved actual incest) but not in what almost happened (e.g., sex with a non-sibling, versus sex with a sibling). We predicted that participants would judge the decision to commit incest in these two cases differently and, specifically, morally more wrong if the act almost resulted in actual incest.

7.1. Method

We collected moral judgment data from 60 new participants (30 female, aged 18–70 yrs, mean = 33 yrs, standard deviation = 13 yrs), on Amazon Mechanical Turk. We eliminated 3 repeat participants, yielding a total of 57 participants. New participants were presented with failed attempts, involving true beliefs and interrupted acts (e.g., almost sleeping with an actual sibling but failing to do so because a fire alarm goes off), for both harm and incest (Fig. 1). A separate group of 40 participants also made judgments of how close the agent was to committing actual incest for the true belief versus false belief scenarios: How close were you to committing actual incest? (1 = not at all close, 7 = extremely close).
7.2. Results and discussion

First, as predicted, participants judged that the agent came significantly closer to committing actual incest in the case of true beliefs (mean: 6.0, standard deviation: 1.2) versus false beliefs (mean: 4.3, standard deviation: 2.6; \( t(27, \text{corrected d.f.}) = 2.7, p = 0.01 \)). That is, participants perceived failed attempts to commit incest, given true beliefs (e.g., almost sleeping with an actual sibling), to come closer to actual incest than failed attempts to commit incest, based on false beliefs (e.g., actually sleeping with a person falsely believed to be a sibling).

Second, we analyzed moral judgments in response to the two kinds of failed attempts – “true belief/failed act” versus “false belief/completed act” – using a 2 (true belief versus false belief) × 2 (harm versus incest) ANOVA (Fig. 4). We observed a marginal main effect of belief (i.e., true beliefs were judged worse than false beliefs, \( F(1, 111) = 3.7, p = 0.06, \text{partial } \eta^2 = 0.03 \)). We also observed a main effect of domain (\( F(1, 111) = 8.8, p = 0.004, \text{partial } \eta^2 = 0.08 \)), indicating that, overall, attempted harms were judged morally worse than attempted incest, as observed in Experiment 4, across both true and false beliefs. Finally, we observed the critical belief by domain interaction (\( F(1, 111) = 5.6, p = 0.02, \text{partial } \eta^2 = 0.05 \)). That is, for harm, both kinds of attempts were judged equally morally wrong (true belief: 5.85; false belief: 6.00; \( t(78) = 0.45, p = 0.66 \), as predicted; it did not matter whether the agent truly or falsely believed that acting would cause harm. By contrast, for incest, failed attempts to commit incest were judged morally worse in the case of a true belief/failed act than in the case of a false belief/completed act (true belief: 5.65; false belief: 4.20; \( t(21) = 2.1, p = 0.048 \)).

These findings show that failed attempts to harm are always judged very morally wrong, independent of whether the agent truly or falsely believes he or she will cause harm. What matters most for moral judgments of harm is the agent’s harmful intent. By contrast, failed attempts to commit incest are judged morally worse when the agent almost commits actual incest, than when the agent successfully completes an act that he or she only falsely believed to be incest. In other words, participants judge failed attempts that come closer to actual incest as morally worse.

8. General discussion

The current study reveals differences in the cognitive processes that support moral judgments in two distinct domains: harm versus purity. Intentions are assigned more weight for moral judgments of harm violations, like assault, compared to purity violations, like incest. In particular, we found that innocent intentions reduce blame for accidents (Experiments 1–3) and guilty intentions increase blame for failed attempts (Experiments 4–5) to a significantly greater extent for moral judgments of harm versus purity violations. Participants judge that it is morally wrong to intend harm, independent of the outcome, whereas moral judgments of purity violations depend more on what actually or almost occurs.

We observed the same pattern for moral scenarios presented in the second person (“You go to a party...”, Experiments 1A, 2–5) and in the third person (“Sam goes to a party...”, Experiment 1B), though we note that most of the present evidence was obtained using second-person scenarios. The specific behavioral patterns found in Experiments 2–5 should therefore be replicated using third-person scenarios. While prior work has investigated moral judgments of one’s own intentional harms versus another person’s intentional harms (Kedia et al., 2008), future work should directly test the impact of perspective (e.g., self versus other) on the role of intent in moral judgments.

---

*As in Experiment 4, moral judgments of harm distinguished between the all-neutral act and attempted harm, based on a true belief (\( t(58) = 6.7, p < 0.001 \)), which differed in intent only, not outcome. Moral judgments of harm did not, however, distinguish between intentional and attempted harms, based on true beliefs, which differed in outcome only, and not intent, (\( t(58) = 1.6, p = 0.12 \)).*
We consider here why accidental purity violations, like accidental incest, might be perceived more morally wrong than accidental harms. Our results rule out explanations based on a number of possible confounds. For example, participants might have assumed (contrary to the information provided in the stimuli) that one could never truly commit accidental incest, because the sibling or parent would inevitably be recognized. Relatedly, participants might have seen agents committing “accidental” incest as doing so knowingly and intentionally. Contrary to these concerns, however, participants explicitly judged that the agents in our scenarios knew what they were doing, had control over their actions, and acted intentionally, to the same extent for harm and purity violations.

Could moral judgments of purity violations be less sensitive to information about the agent’s intent because of the influence of disgust? This suggestion has a strong and a weak interpretation. On the strong interpretation, participants’ moral judgments of purity violations are simply identical to their expressions of disgust. That is, participants use the moral judgment question as an opportunity to express their feelings of disgust. 9 We provide evidence against this strong interpretation: participants’ ratings showed significantly different patterns, across our scenarios, in response to the questions “how morally wrong” versus “how disgusting” for each action. On a weaker interpretation, moral judgments of purity violations are crucially influenced by feelings of disgust, as prior evidence suggests. Feelings of disgust are not affected by intentionality, so accidental incest is judged just as disgusting as intentional incest. Thus, it may be the key feeling of disgust that focuses participants’ attention on the act itself, and therefore partly dampens their consideration of the intention.

Nevertheless, in the current study, participants’ moral judgments of purity violations appear to reflect a sophisticated calculation, an integration of multiple cognitive inputs, rather than a simple gut reaction. In particular, participants were able to differentiate between two scenarios containing identical intentions (to commit incest) and identical outcomes (no incest was committed) in Experiment 5. The decision to commit incest was judged morally worse when the agent truly believed he or she was about to commit incest, relative to a failed attempt based on a false belief. 10 That is, nearly sleeping with a true sibling was seen as morally worse than successfully sleeping with a stranger falsely believed to be a sibling. These judgments indicate participants’ consideration of the counterfactual: how close did the agent come to committing actual incest? Participants are not simply reacting emotionally to the idea of incest; they are making moral judgments by combining multiple relevant factors (Lieberman, Tooby, & Cosmides, 2003, 2007). Among these factors, intention is considered but is given less weight than in moral judgments about harm.

These arguments suggest a broader question concerning the content of morality. What does it mean to deliver a specifically moral judgment? One interpretation of the current results is that moral judgment is not a unitary feature of human psychology (Monin et al., 2007; Nichols, 2002; Sinnott-Armstrong, 2008). Instead, “moral wrongness” could take on qualitatively different meaning depending on the context, just as the polysemous term “bank” refers sometimes to a place where money is kept and sometimes to a part of a river. We agree that moral judgments of different kinds of actions depend differently on properties like intent, just as the current results show. However, we maintain that people can still make genuinely moral judgments across domains. Though the current
state of moral psychology provides no definitive answers, we suggest that some cognitive content or computation may apply to all moral judgments, and specifically to moral judgments (DeScioli & Kurzban, 2009; Gray & Wegner, 2009; Mikhail, 2007; Royzman et al., 2009; Turiel, 1983; Walker & Hennig, 2004). For example, moral judgments, including of purity violations, may share certain features, compared to other kinds of social violations (e.g., violating conventions of dress); people believe that acts that are morally wrong are wrong at any time, in any place, and even if an authority figure or society were to specifically condone the act (Turiel, 1983). Recent research indicates some exceptions to these criteria (Kelly, Stich, Haley, Eng, & Fessler, 2007; Nichols, 2002). Thus, investigating which cognitive or neural processes are common to all kinds of moral judgment (and possibly unique to moral judgment) will be an important challenge for the future of moral psychology (Royzman et al., 2009; Walker & Hennig, 2004; Young & Dungan, in press).

In the current study, we focused on the domains of harm and purity because they represent well-studied domains within moral psychology, but future work should also investigate the role of intent for other moral domains (Suhler & Churchland, 2011). Intent may play different roles in the domains of fairness, in-group loyalty, and respect for authority (Graham & Haidt, 2010; Haidt, 2007; Rozin et al., 1999), as well as for norms that may be inextricably linked to intent, such as norms against dishonesty (Greene & Paxton, 2009; Mazar, Amir, & Ariely, 2008). In fact, understanding how moral judgments may be differently governed by cognitive rules (e.g., intentionality) may lead moral psychologists to more precisely define domain boundaries (Wright & Baril, 2011).

The existence of distinct cognitive signatures of different moral domains may provide clues concerning the functional roles of moral judgment, in individuals and societies. Norms concerning harm and purity may promote social cohesion through different means (DeScioli & Kurzban, 2009; Graham & Haidt, 2010; Haidt, 2001; Rai & Fiske, 2011; Rozin et al., 1999; Shweder & Haidt, 1993). Moral norms may help us identify social partners who (a) behave well towards us and (b) behave similarly to us – both key ingredients for successful social groups. One possibility is that harm norms primarily guarantee that people will behave well towards us in the future, whereas purity norms serve to increase behavioral homogeneity. These speculations could shed light on the current data. In the case of incest avoidance and food taboos, the act itself, rather than the underlying intent, may be a signal of group membership: do you eat what we eat, and behave as we do? Eating the wrong food or affiliating with the wrong people may indicate the threat of moral heterogeneity (Atran & Henrich, 2010; Sosis & Bressler, 2003). Purity norms may therefore attach little weight to individuals’ intentions. Indeed, in some cultures, even the victim of a purity violation is punished, as in honor killings of rape victims (Rai & Fiske, 2011). By contrast, for harm norms to regulate future behavior, intent is critical. Especially in the case of accidents, only knowing people’s intentions can lead to reliable predictions of their future behavior (Waytz et al., 2010), and accurate identification of true friends and foes.

On an alternative account, rules against incest and taboo foods may have developed as a means for individuals to protect themselves, for their own good, from possible contamination (Chapman et al., 2009; Rozin et al., 1999). When we worry about negatively impacting ourselves, we may care less about whether the impact is accidental or intentional; the key is to avoid the contamination. Purity violations may therefore be evaluated on the basis of the actual or anticipated outcome, not intent. By contrast, harm norms may have developed to guide people to behave well towards others and to limit their negative impact on one another. Intent often functions in such cases to identify appropriate social partners: information about intent supports not only explanations and evaluations of past behavior, but also reliable predictions of future behavior (e.g., who will or will not hurt me in the future), as noted above. Indeed, reasoning about intent (and other mental states) appears to be particularly salient in interpersonal contexts (e.g., I hurt you; you hurt me) (Baumeister et al., 1994; Kedia et al., 2008). These distinct functional origins may therefore help explain the current results concerning the role of intent across different moral domains.

Of course, these theoretical accounts go far beyond the current behavioral data. Future research on the psychology of morality must give careful consideration to the roles of different moral norms across different cultures. Already, a few studies have reported that cultures may differ in the moral weight they assign to an individual agent’s beliefs and intentions (Cohen & Rozin, 2001; Hamilton & Sanders, 1983; Mazar & Aggarwal, in press). In one study, Jews weighed outcomes more than mental states, endorsing actions performed out of obligation rather than good will, such as respectfully caring for one’s parents; Christians, by contrast, weighed mental states more, rejecting such actions where “one’s heart isn’t in” as hypocritical (Cohen & Rozin, 2001). In another study, Japanese participants, compared to American participants, assigned less weight to personal intentions (Hamilton & Sanders, 1983). These cultural differences may relate to the domain differences we have reported here: if a group or society places heavier emphasis on the avoidance of purity violations (Graham & Haidt, 2010; Haidt & Hersh, 2001; Inbar, Pizarro, & Bloom, 2009; Inbar, Pizarro, Knobe et al., 2009), for which intent is less relevant, then its moral norms as a whole may assign less weight to intent. Indeed, different individuals, across different cultures, may disagree about whether a behavior is right or wrong, why it is wrong, and even whether the primary issue is moral or prudential. While psychological research may not solve the problem of moral disagreement, it may help understand us its origins.
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